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ABSTRACT: The classification of coronary heart 

disease can be useful for medical practitioners if it 

is automated with the purpose of obtaining a quick 

and accurate result. The ability to accurately predict 

the existence of heart disease can help patients live 

longer lives. The goal of this research is to dissect 

how AI devices are used to predict and order heart 

disease. Support Vector Machine (SVM) and 

Artificial Neural Network (ANN) are used to 

classify different types of heart disease (ANN). On 

the basis of accuracy and training duration, the 

examination is done using one of two ways. This 

paper provides a sane, purposeful, precise, and 

rapid medical decision backing framework for 

coronary disease characterization. The Cleveland 

Heart Database and Statlog Database, both from the 

UCI Machine Learning dataset repository, were 

used. We divide the data records into two classes in 

the suggested system model, using a Support 

Vector Machine and an Artificial Neural Network. 

Analyse the performance of both datasets as well. 

Disease Risk Prediction, Support Vector Machines, 

and Artificial Neural Networks are some of the 

terms used in this paper. 

 

I. INTRODUCTION 
The impact of the environment on human 

health has always been complex. Even when the 

immediate causes were evident and particular, with 

limited health consequences, as in the case of many 

environmental hazards or chemical toxins, their 

origins were usually deeper and more far-reaching. 

However, the scope and complexity of 

environmental health issues have grown more 

apparent in recent years. This shift is due to a 

number of variables [1]. One is the current usage of 

more powerful technologies, each of which has the 

potential to alter the environment more extensively 

and dramatically. Another is increased 

globalisation and connectedness of societies, as a 

result of which impacts are felt more widely – in 

terms of economic and social effects as well as 

health, on people far removed from the source of 

the hazard, and even on future generations – rather 

than just locally and immediately. In addition, in 

reaction to shifting policy concepts, structures, and 

imperatives, policies have become more expansive. 

Many modern environmental health problems are 

thus examples of systemic risks [2, 3], which are 

complex health risks buried in larger 

environmental, social, economic, and political 

systems. Systemic risks, according to the 

International Risk Governance Council [4], 

necessitate more integrated and cautious 

approaches to risk governance. Because systemic 

risks often take a long time to manifest, spread 

widely, and have long-term consequences, early 

intervention is important to prevent the risks from 

being established. Policies must be increasingly 

integrated, both because the problems are complex 

and linked, and because they cut through traditional 

policy-making frameworks, necessitating 

coordination among various agencies, policy areas, 

levels of administration, and spatial scales. At the 

same time, the costs of policies, as well as the 

penalty of doing them wrong, are rising, resulting 

in increased demands for financial accountability 

and policy openness [5, 6]. Furthermore, because of 

the vast breadth of systemic risks, many diverse 

stakeholders are necessarily implicated – as risk 

purveyors, victims, or managers [7]. These people 

must be educated and involved, not only because 

they have a moral right to know about the risks 

they face, but also because they are critical risk 

responders. Many of these ideas were recognised 

quite early in environmental policies. Integration 

and prudence, for example, have been foundation 

values of the Environment Action Plan of the since 
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the 1970s. Health policies, on the other hand, have 

been slower to react. The EU only agreed to a 

formal commitment to assure (rather than merely 

contribute to) human health protection with the 

passage of the Amsterdam Treaty in 1997, and only 

in 2003 did the World Health Organization's effort 

to construct national environmental health action 

plans become a reality. [9] Nonetheless, the 

Environment Health Action Plan is a watershed 

moment in health policy, with far-reaching 

ramifications for the sciences on which it is based. 

It not only lays out action priorities in terms of 

health outcomes and important risk factors, but it 

also emphasises the need for better, timelier, and 

more integrated data to assist policy. As a result, 

work is being done to make "evaluation of the 

overall environmental impact on human health 

more efficient by taking into account impacts such 

as cocktail effects, combined exposure, and 

cumulative effects," as well as other factors. It also 

emphasises the necessity for "an environment and 

health cause-effect framework' that would give the 

required information for the formulation of 

Community policy dealing with health stressor 

sources and pathways of impact." 

 

II. RELATED WORK 
G. -C. Lan et al.,[1] method outperformed 

traditional mechanism in terms of accuracy, 

precision and sensitivity for predicting the risk of 

diabetes. In particular, insightful observations show 

that the consideration of life-style information can 

effectively enhance whole performance for risk 

prediction. Moreover, classification rules produced 

by our mechanism which integrates C4.5 and CBA 

provide physicians disease related health risk 

patterns such that appropriate treatments could be 

given to people for disease prevention. 

M. Pak et al [2] to handle this problem, we 

regenerated the training data by using the SMOTE 

approach and used them for disease risk prediction 

modelling. For model evaluation, the proposed 

method was employed to predict the risk of Type-2 

diabetes disease. The experiment results showed 

that our SVM classifiers based on selective 

environmental factors could produce very 

comparable results to the prediction model with 

genetic factors in forecasting the risk of specific 

disease. 

A. Mohawish, et al [3] enhance our 

analysis with the National Health and Nutrition 

Examination Survey (NHANES) data from the 

Centres for Disease Control (CDC), the United 

States public health agency. Our preliminary 

findings indicate that HRA data can be successfully 

used as input for the Framingham Risk Model in 

predicting risk of CHD utilizing NHANES data to 

predict missing attributes, thus extending the use of 

HRAs for disease risk prediction. 

S. Ambedkar et al [4] To overcome the 

problem of missing medical data, we perform data 

cleaning and imputation to transform the 

incomplete data to complete data. We are working 

on heart disease prediction on the basis of the 

dataset with help of Naïve bayes and KNN 

algorithm. To extend this work, we propose the 

disease risk prediction using structured data. We 

use convolutional neural network based unimodel 

disease risk prediction algorithm. The prediction 

accuracy of CNN-UDRP algorithm reaches more 

than 65%. Moreover, this system answers the 

question related to disease which people face in 

their life. 

C. Zhu, et al [5] The risk assessment 

model includes three parts: risk prediction, 

clustering analysis and regression analysis of risk 

factors, which can automatically predicate the risk 

level and risk factors for the discharged patients in 

thirty days. The model was accurate 90.62% of the 

time. Combined the model assessment results with 

risk control knowledge base, a personalized health 

management and health guidance given by care 

workers can be put forward intelligently, which can 

not only help medical personnel in the rational 

allocation but also guide patients to carry out self-

management better, resulting in the decrease of 

readmission rate. 

T. D. Pham et al [6] While the statistical 

and geostatistical techniques provide better results 

than those obtained from some other methods, the 

geostatistical approach yields superior results in 

terms of sensitivity and specificity in various 

designs of the data set for validation, training, and 

testing. The proposed computational strategies are 

very promising for predicting major adverse 

cardiac events within six months. 

R. A. Vinarti et al [7] This paper 

introduces these tools and evaluates the 

effectiveness of the resulting BN for a single 

infectious disease, Anthrax. We have compared 

conditional probabilities predicted by our BN 

against incidence estimated from real patient visit 

records. Experiments explored the role of different 

context data in prediction accuracy. The results 

suggest that building a BN from an ontology is 

feasible. The experiments also show that more 

context results in better risk prediction. 

 

III. PROPOSED METHODOLOGY 
As previously stated, the numerous risk 

and health effect assessment approaches that have 

been created in recent years have resulted in a 
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somewhat perplexing scenario. Figure 1 depicts the 

issue as well as a possible solution. The issue is 

that there are a number of overlapping approaches 

that fail to meet the needs of policymakers for an 

integrated methodology for assessment– owing in 

part to differences in scientific perspective, 

conceptual inconsistencies, and a sloppy use of 

terminology that have characterised much of 

previous assessment research. Figure 1 shows a 

solution that provides a framework for what is 

known as integrated environmental health impact 

assessment. The goal is twofold: first, to integrate 

existing approaches together into a more coherent 

system so that users can make more informed 

decisions about which ones to use; and second, to 

extend these methods to give a more 

comprehensive framework for assessing complex, 

systemic risks and policies. The following is the 

rationale that underpins this framework. Integrated 

environmental health impact assessment is defined 

as a method of assessing environmental-related 

health problems, as well as the health-related 

effects of policies and other interventions that 

affect the environment, while taking into account 

the complexities, interdependencies, and 

uncertainties of the real world. As a result, both the 

environment and health are seen in a broad and 

comprehensive manner. In terms of the 

environment, for example, it encompasses not just 

the traditional emphasis of risk assessment, such as 

chemical dangers or environmental toxins, but also 

any other part of the ambient and living 

environment that may have a detrimental or 

beneficial impact on health. Health, on the other 

hand, is defined not just in terms of morbidity and 

mortality, but also in terms of overall human well-

being. Human exposure to environmental risks or 

human access to and exploitation of environmental 

capital and services are hence responsible for 

health effects. Both are mediated by human 

behaviours and perceptions, and are thus a function 

of where people live and spend their time, as well 

as the populations' personal and societal 

characteristics (age, gender, socioeconomic status, 

culture, belief systems, and so on), as well as the 

associated susceptibilities, attitudes, and values. 

Exogenous factors, in turn, affect the entire 

environmental health system. These are the result 

of a variety of causes, including not only 

legislation, but also other actions and 

developments, such as technical, socioeconomic, 

and demographic changes. These external factors 

act as forces for change within the system, for 

example, by altering the state of environmental 

capital or hazards, influencing population 

distribution, characteristics, and behaviours, and 

affecting health care and other factors that 

condition their impacts (e.g., awareness raising, 

insurance systems). As a result, an integrated 

environmental health impact assessment examines 

the effects of environmental capital and dangers in 

the context of these shifting external pressures. 

Similarly, the effects of change can have a 

cascading effect on these drivers, altering social 

and demographic structures, economic situations, 

and policy initiatives. When heart illnesses worsen, 

they spiral out of control. Heart illnesses are 

complex, and they claim the lives of many people 

each year. If the early signs and symptoms of heart 

disease are ignored, the patient may face serious 

repercussions in a short period of time. In today's 

environment, sedentary lifestyles and excessive 

stress have exacerbated the problem. It is possible 

to keep the disease under control if it is discovered 

early. However, it is always essential to exercise on 

a daily basis and to break bad habits as soon as 

possible. Tobacco use and poor eating habits raise 

the risk of stroke and heart disease. It's a good idea 

to eat at least 5 servings of fruits and vegetables 

each day. It is recommended that heart disease 

patients limit their salt intake to one teaspoon per 

day. One of the key flaws in these studies is that the 

emphasis has been on the application of 

classification algorithms for heart disease 

prediction rather than on the numerous data 

cleaning and pruning strategies that prepare and 

prepare a dataset for mining. It has been discovered 

that a dataset that has been adequately cleaned and 

pruned delivers substantially greater accuracy than 

one that has missing values. The development of 

prediction systems with improved accuracy will be 

aided by the use of appropriate data cleaning 

procedures and effective categorization algorithms. 

In the future, an intelligent system may be 

developed that may help a patient diagnosed with 

heart disease choose the best treatment options. 

There has already been a lot of effort put into 

developing models that can predict whether or not a 

patient would acquire heart disease. Once a patient 

has been identified with a specific type of heart 

disease, there are numerous therapy options 

available. By collecting knowledge from such 

appropriate databases, data mining can be highly 

useful in determining the course of treatment to be 

taken. 
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Figure 1: Proposed approach 

 

It is a supervised learning method which 

classifies data into two classes over a hyper plane. 

Support vector machine performs a similar task like 

C4.5 except that it doesn‟t use Decision trees at all. 

Support vector machine attempts to maximize the 

margin (distance between the hyper plane and the 

two closest data points from each respective class) 

to decrease any chance of misclassification. Some 

popular implementations of support vector machine 

are scikit-learn, MATLAB and of LIBSVM. An 

artificial neural network (ANN) is a computational 

model based on the structure and functions of 

biological neural networks. Information which 

flows through the network affects the structure of 

the artificial neural network because a neural 

network changes or learns in a sense-based on input 

and output, for that particular stage and 

consequently for each stage. ANN‟s are considered 

nonlinear statistical data modelling tools where the 

complex relationships between inputs and outputs 

are modelled or patterns are found. ANNs have 

layers that are interconnected. Artificial neural 

networks are fairly simple mathematical models to 

enhance existing data analysis technologies 

 

IV. RESULTS ANALYSIS 
This paper summarises some of the recent 

works done in data mining related to cardiovascular 
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diseases. Data mining algorithms can be effectively 

used to „mine‟ relevant information from the huge 

amounts of data generated by the healthcare 

industry. These works show that rather than 

applying a single mining technique on a data set, 

results are far better if a collection of mining 

techniques are used. Java is chosen in most of the 

research work for practical execution of the project. 

WEKA, Tanagra, MATLAB etc. are some of the 

other popular tools used for data analysis. Careful 

selection of the combination of mining techniques 

and accurate implementation of those techniques on 

the data set yields a fast and effective 

implementation of a system for heart disease 

management. The required dataset is divided into 

two parts, one is used for mining and the smaller 

partition is used for verifying. Most of the time, 10-

fold cross validation technique is used. Some of the 

works are about the comparison of different 

classification techniques on a dataset to correctly 

classify if a given patient has any probability of a 

heart disease or not. Others have worked on 

„mining‟ the causes that lead to heart diseases from 

a given dataset. Commonly used classification 

techniques are Decision tree, Naïve Bayes, artificial 

neural network, association rule mining and fuzzy 

logic. Apart from analysing these commonly used 

techniques, some of the recent works have studied 

about “hybrid models”. The idea of a hybrid model 

is to incorporate several known classification and 

selection techniques in a single model to give better 

results. It is observed that hybrid models give very 

high accuracy if proper combinations of different 

algorithms are chosen. 

 

Table 1: Classification accuracy and time complexity of Naïve Bayes, SVM and Proposed approach based on 

ANN 

Algorithm Time taken (Ms) Accuracy 

Naïve Bayes 550 88% 

SVM  400 91% 

MNN 340 93% 

Proposed approach 

based on ANN 

200 96% 

 

V. CONCLUSION AND FUTURE WORK 
Heart disease prediction system (HDPS) 

employing data mining and Support Vector 

Machine (SVM) artificial neural network (ANN) 

approaches is provided in this study paper. The 

system is built using a multilayer perceptron neural 

network and a back propagation method derived 

from the ANN. Because the MLPNN model 

produces superior results and assists domain 

experts and others in the field in planning for a 

better diagnosis and providing early diagnosis 

results to patients, it functions reasonably well even 

when not retrained. The trial results demonstrate 

that the algorithm predicts heart illness with about 

96 percent accuracy using neural networks. 
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